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1 Introduction

Looking to passive networks as a way of simplifying network control, or us-

ing less expensive components, we find ourselves confronted with the power

division problem. In a fully-connected passive network (passive, except for

transceivers), the only way to ensure that power from a given transmitter

gets to a given receiver is to let the power reach every receiver. Thus, the

intended receiver gets only a fraction of the input power. This being the

case, we must distribute the power as evenly as possible, in order to maxi-

mize the minimum power delivered between any transmitter-receiver pair,

and thus maximize the number of supportable users. [1]

Another concern is robustness, defined here as the maximum number

of links that can be cut while maintaining full connectivity. In an active

network, we can attain robustness by providing multiple paths through the

network, routing a given message or packet over only one of these paths. We

can use the strategy of employing multiple paths in passive networks, too.

Of course, the broadcast nature of the passive network in combination with

the multiple paths yields multiple receptions of a message at the receiver.

To deal with this, we assume that all of the available bandwidth of the fiber

(approoimately 106 GHz) is accessible, and we choose wideband signals

such that if the differential delay between receptions exceeds the reciprocal
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bandwidth of the signal, then these receptions are resolvable. This principle

works with lawsrs or LEDs. The design of a receiver to resolve receptions

and add their power in such a passive fiber optic network is analogous to

the work done on resolving receptions in multipath radio channels. [2]

Given that we desire to use such robust, passive fiber optic networks

for local communications, we strive to understand how network parame-

ters affect power distribution. This will enable us to design topologies to

distribute power optimally, which entails distributing power as evenly as

possible and with as little loss as possible. Since we are concerned with

local communications, we neglect loss in the fiber. Section 2 describes the

network components, while Section 3 explains the mathematical model. In

Section 4 we describe several topologies. We plot and discuss computa-

tional results for the power distribution of these topologies in Section 5,

drawing our conclusions in Section 6.

2 Network Components

Our networks are composed of active transceivers, each corresponding to

a user, and passive nodes. A simple example is illustrated in Figure 1(a),

which shows the logical layout of the network, not the physical layout. The

transceivers always have a single neighboring node to which they transmit
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-bi-directional fiber links
* node
o transceiver

a) A network of 3 nodes and 4 transceivers

Sstar coupler (inputs on left, outputs on right)

® transmitter
® receiver

b) Detailed connection scheme of same network

Figure 1: A Simple Passive Network
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power, and from which they receive power. Nodes can have an arbitrary

number of neighboring nodes and transceivers. Our model for a node is

a star coupler, which has total loss equal to the sum of the excess loss

within the coupler and the splice loss, and which divides the rest of its

input power evenly among its outputs. An example of how star couplers

might actually be connected in such a network is shown in Figure 1(b).

Henceforth, the combination of excess loss and splice loss will be referred

to as *coupler loss,' while los due to dividing power will be referred to as

"splitting loss.*

3 An Analogic Mathematical Model

Clearly, the more receptions of a message that the receiver resolves, the

more power it can collect. In practice there will be some limit to the number

of receptions that are actually detected due to a desire to limit time delay.

The precise implementation of such a scheme depends upon the impulse

response of the network, which in turn depends upon the physical locations

of transceivers and nodes. Since we do not assume a particular physical

layout, we compare topologies in the ideal case, in which receivers can walt

forever to collect all of the power that circulates through the network. This

case, which entails taking into account power that comes to a receiver over
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infinitely many paths, provides an upper bound on the power that could

be collected.

In order to deal analytically with the task of adding up power over in-

finitely many paths, we make an analogy to Markov chains. Since the total

power that reaches the receivers plus the total power lost due to coupler loss

equals the total power injected into the network, we consider the fraction of

power collected by a receiver as the probability that a particular quantum

of power is collected by that receiver. Likewise, we consider the fraction of

power lost due to coupler loss as the probability that a particular quantum

of power is lost. On a smaller scale, since the power into a node equals

the power lost due to coupler loss plus the power sent to other nodes and

receivers, we consider these fractions of power as the probabilities for that

node that a particular quantum of input power is lost or sent to another

node or receiver. In fact, if each node and each receiver is considered to

be a state, and a loss state is included, then these probabilities become the

transition probabilities of a Markov chain, and the normalized final power

distribution becomes the final probability distribution of the Markov chain.

Figure 2 shows the Markov chain for the network in Figure 1. States A,

B, and C represent nodes, while all other states but the one marked "loss"

represent receivers. Transmitter states are not included, but it is assumed
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A B CARB•C• C. loss

A 0 .3 .3 .3 00 0 .1

B .3 0 .3 0 .3 0 0 .1

C .225 .225 0 0 0 .225 .225 .1

Aa 0 0 0 1 0 0 0 0MA=

B1  0 0 0 0 1 0 0 0

Cit 0 0 0 0 0 1 0 0

C• 0 0 0 0 0 0 1 0
loss 0 0 0 0 0 0 0 1

Figure 2: Anwslogic Markov Chain
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that, with probability one, all power that they transmit goes to the node to

which they are attached. The transition probabilities reflect the fact that

in this example, coupler loss is 0.4 dB.

Figure 2 also shows a transition matrix for the Markov chain. Each row

of the matrix shows the power distribution after the message has traveled

one link, given that it started at the node or receiver corresponding to that

row.

A transition matrix for a general network would be of the form

M= 0 1 0

0 0 1

with node states listed first, followed by receiver states, and finally the loss

state. Thus the matrix blocks across the top row of M, assuming n nodes

and m receivers, are described:

S: n x n matrix representing transitions between nodes

R: n x m matrix representing transitions from nodes to receivers

L: n x 1 matrix representing power lost from nodes

0 and I are the zero matrix and the identity matrix, respectively.

Each row of the limiting matrix shows the normalized final power dis-

tribution after power has been collected over all possible paths, given that
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power started at the node or receiver corresponding to that row. The lim-

iting matrix is: [11

(o (I - S)-'R (I- s)-'/
lim Mb = M = 0 0 0

0 0 1

The i-jth element of (I - S)-1 R represents the power, expressed as a

fraction of the input power, delivered from any transmitter on node i to

receiver j. One way to optimize the power distribution is to maximize, over

topologies, the minimum element of (I - S) 1 'R, given the number of users.

Equivalently, we can maximize the number of users while maintaining the

minimum element of (I - S)-1 R above some threshold.

We are currently analyzing these matrices in detail in order to determine

general desirable and undesirable characteristics for these topologies. [1I

This paper contains a sample of both qualitative and quantitative results

of this work.

4 Promising Topologies

Figure 3 illustrates the five topologies to be discussed. In all topologies

except the ring, the links are bi-directional. In the ring they are uni-

directional, because "ring" usually refers to a network in which power
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a) Star b) Ring

c) Wrap-Around Triangular Mesh

Figure 3: Examples of Topologies
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d) Fully-Connected Mesh

2-dimensional 3-dimensional

4-d'ensional

e) Hypercubes

Figure 3: Examples of Topologies
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circulates without reversing direction. In part (a) of the figure, several

transceivers are shown for clarity. In the rest of the figure the transceivers

are not drawn, but we assume they are spread evenly among the nodes.

The star and ring are not robust, because if one link is cut anywhere,

the network is no longer fully-connected. Of course, the other topologies

also have single links at each transceiver, but these are more reliable than

the transceiver links of the star topology, because they can be made shorter

when there is a multiplicity of nodes.

We define several terms which we will use as we discuss the topologies.

By "performance', we mean the minimum normalized power delivered from

any transmitter to any receiver. The "degree of connectivity" of a node is

the number of nodes to which it outputs power. "Uniform connectivity"

refers to the situation in which all nodes in a network have the same degree

of connectivity. A node's "neighboring nodes" and "neighboring transcei-

versW are those nodes and transceivers to which it outputs power. Finally,

the length of a path between two nodes, or "path length," is the number

of links which comprise the path.

Figure 3(a) illustrates the star topology. Although it is not robust, it

provides an upper bound on the performance of robust topologies, because

it is the optimal power distributor overall. The star topology performs op-
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timally because no matter which transmitter transmits, there is loss from

only one coupler, and the rest of the power is divided evenly, thus maxi-

mizing the minimum delivered power.

The ring, illustrated in part (b) of Figure 3 is included because it is

a commonly used topology. Although fiber rings perform adequately with

active nodes 13], [4] or amplifiers [5], we will see later that the ring topology

is unacceptable for a passive fiber optic network.

Part (c) of the figure shows the wrap-around triangular mesh. The

nodes and unbent links are arranged (logically) in a mesh with triangular

cells. The bent links connect nodes at the edges of this mesh, hence the

name 'wrap-around* triangular mesh.

In the fully-connected mesh of part (d), every node is connected to every

other node. We will see later that this topology performs very well, and

since the optimum number of nodes for this topology is much smaller than

the number of transceivers, it does not require much more fiber than the

other topologies.

Three sizes of hypercube are shown in Figure 3(e) to illustrate that

a d-dimensional hypercube is constructed from two (d - 1)-dimensional

hypercubes joined appropriately.
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5 Computational Results

The results plotted in this section were computed using the MATLAB soft-

ware package on a DG20000 computer. In the plots, we assume coupler

loss is uniform across couplers, even couplers of different sizes, therefore

we model multimode networks better than single-mode networks. This is

because the loss in a single-mode coupler depends on its size.

All of the figures show the normalized minimum power delivered in dB.

Recall that this quantity takes into account power collected over infinitely

many paths, and thus upperbounds the performances of practical networks.

As long as this quantity exceeds the loss budget, all users are supported in

this bounding case.

5.1 The Effect of the Number of Nodes on Distribu-

ted Power

Figure 4 shows the normalized minimum power delivered vs. the number

of nodes for the topologies illustrated in Figure 3. Careful consideration

of the plot, and an understanding of the structure of the topologies, reveal

that for a given topology, number of transceivers, and coupler loss, there

is an optimal number of nodes. As noted previously, when we compare

topologies with identical coupler loss, the performance of the star topology
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Effect of Number of Nodes
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Figure 4: The number of nodes affects power via the splitting loss at each

node, the length of the shortest path between two nodes, and the number

of paths of a given strength.
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provides an upper bound on the performances of the other topologies.

The ring performs the worst, because in the worst-case even the stron-

gest reception of the message has circulated around the entire ring. Recall

that every pass through a node means more loss. Data points for the min-

imum power delivered in a ring with more than four nodes fall below the

range of this plot, therefore four is the optimal number of nodes for a ring

with 512 users attached and 0.3 dB coupler los.

The wrap-around triangular mesh has been arbitrarily defined to be

equal to the fully-connected mesh for the case of four nodes. Let m be

the number of transceivers, and n be the number of nodes. As the number

of nodes increases, and the transceivers are spread out more thinly among

them, the splitting loss, 10 log[6 + m/n], decreases, so that we might expect

the minimum power to increase. Instead it decreases, because as the num-

ber of nodes increases, the path lengths between worst-case transmitter-

receiver pairs increase, causing the loss along each path to increase. For

this topology, number of transceivers, and coupler loss, as the number of

nodes increases, the effect of increasing path lengths is stronger than the

effect of decreasing splitting loss. Again, the optimal number of nodes is

four.

In the fully-connected mesh, the splitting loss at each node is 10 log[n - 1 + m/ni.
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Because of the m/n term inside the logarythm, the splitting lows attains

a miniunzm at n = VG. Thus for m = 512, we find that the splitting

Iosn decreases as n increases to 22, and then increases as n continues to

increase.2 The splitting loss is the same for n = 16 and n = 32. Naturally,

when the splitting loss decreases, the minimum power delivered increases,

and vice-versa, as shown in the plot.

In this topology, every node has a single-link path to every other node,

regardless of the number of nodes. Thus, increasing the number of nodes

does not tend to increase path lengths. However, another effect of changing

the number of nodes is to change the number of paths of a given length

between any two transceivers. The reason that the minimum power is

higher for n = 32 than for n = 16 in the fully-connected mesh is that

although coupler Ioss and splitting loss are the same at every node for both

the 16-node and 32-node topologies, there are more paths of any given

length and strength in the 32-node fully-connected mesh. Therefore, for

512 users and 0.3 dB coupler loss, the optimal number of nodes for a fully-

connected mesh is 32.

For the hypercube, we see an unexpected decrement In performance be-

tween the n = 4 case and the n = 8 case. The splitting loss at each node

2Thlb is aimntmat when t/n is not an integer. In such cases, some nodes would

ha to have nore splitti•ng iowe than others.
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for this topology is 101ogj[og2 n + m/ni, so that we would expect an im-

provement in performance based on the splitting loss argument. However,

path lengths increase as n increases. In jumping from n = 4 to n = 8, for

0.3 dB coupler loss, the effect of increasing path lengths dominates, caus-

ing performance to diminish, but in increasing the number of nodes beyond

n = 8, the splitting loss effect dominates. The splitting loss will continue

to decrease until n = 354. Thus for this coupler loss and number of trans-

ceivers, the optimal number of nodes for a hypercube (whose number of

nodes must be a power of 2) is 256. This point is out of the domain of the

plot in Figure 4.

Note that with a 50 dB loss budget, if the number of nodes were to be

chosen correctly, any of the three robust topologies depicted could support

512 transceivers.

5.2 The Effect of the Number of Transceivers on Dis-

tributed Power

Figures 5 and 6 plot the normalized minimum power delivered vs. the num-

ber of transceivers. Figure 5 shows results for the robust topologies with

128 nodes, while Figure 6 shows results for the wrap-around triangular

mesh and the ring for four nodes, since these two topoloiges perform best
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Effect of Number of Transceivers
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Figure 5: The number of transceivers affects power by determining the

overall power division required, and the splitting loss at each node.
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Effect of Number of Transceivers
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Figure 6: The number of transceivers affects power by determining the

overall power division required, and the splitting loss at each node.
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with fewer nodes. The results confirm our intuition, since the more trans-

ceivers there are, the les power each receives. This is due to two effects,

the first being that the more transceivers there are, the more ways we must

divide up the power to support all of the transceivers. The second effect is

that the more transceivers there are, the bigger the splitting loss at each

node.

Notice that performance does not diminish as fast for the fully-connec-

ted mesh as for the other topologies, as the number of transceivers increases.

For the numbers plotted, each node of the fully-connected mesh has so

many neighboring nodes (127), that increasing the number of neighboring

transceivers does not change the splitting loss much. On the other hand,

the nodes of the other topologies have so few neighboring nodes (7 for

hypercube, 6 for 128-node wrap-around triangular mesh, 3 for 4-node wrap-

around triangular mesh, 1 for ring), that the increase in the number of

transceivers noticeably affects the splitting loss at each node.

Fltgre 5 indicates that if our loss budget were 50 dB, then the fully-

connected mesh could support at least 1024 users, and the hypercube could

support at least 640 users. As mentioned previously, we expect a 256-node

hypercube to do even better.

Ki
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5.3 The Effect of Coupler Loss on Distributed Power

Figure 7 shows normalized minimum power delivered vs. number of nodes

for all topologies and three different values of coupler loss. Thi3 figure il-

lustratea that too much coupler los degrades the performance of a network

and decreases the number of supportable users. This effect is more pro-

nounced for networks with more nodes, due to the increased path lengths

and the increased number of paths of a given length. The precise depen-

dence of power distribution on coupler los depends on the topology and

size of a network.

Notice that even with more lossy couplers and a 50 dB loss budget, we

can still support at least 512 users with robust topologies.

6 Conclusion

We have demonstrated that robust passive fiber optic networks with multi-

ple paths, in which receptions of signal over the multiple paths are resolved,

and the power from these receptions is added, can distribute enough power

to support over one-thousand users, if the topology is designed correctly,

and low-los. components are used. The topology should be designed to

distribute power evenly, and the number of nodes should be chosen so as
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Effect of Coupler Loss
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Figure 7: The degree to which coupler loss affects power distribution de-

pends upon the topology and usie of the network.
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to balance the effects of splitting loss, path lengths, and number of paths

of a given strength.

Based on the data we have collected, we conclude that of the robust

topologies that we have studied, the fully-connected mesh provides the

best power distribution, and therefore supports the most users. The other

robust topologies can also be used in many situations. The plots of the

previous section support our conclusion.

We noted before, based on Figure 4, that the robust topologies can

support at least 512 users. Whatever topology we decided to implement,

we would choose the optimum number of nodes (depending on coupler

loss and number of transceivers) in order to maintain the largest possi-

ble power margin (in case we would wish to add more transceivers later).

Suppose we wanted to build a robust passive fiber optic network for 512

users with 0.3 dB coupler loss. Every topology would entail 512 node-to-

transceiver fibers. If we chose the fully-connected mesh, we would use 32

nodes, and 32 x 31 = 992 node-to-node fibers. We would use 256 nodes

and 256 x log,(256) = 2048 node-to-node fibers in the hypercube. For the

wrap-around triangular mesh we could use 4 nodes and 12 node-to-node

fibers, but then o'nr node-to-transceiver fibers would be longer and less re-

liable. Recall that the 4-node wrap-around triangular mesh is actually a
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fully-connected mesh.

Since we cannot tell from the plots how good the 256-node hypercube is,

we might choose to use 128 nodes and 896 node-to-node fibers. But Figure

4 shows that we can gain over 10 dB in power margin by using 96 more

fibers and 96 fewer couplers, and implementing the 32-node fully-connected

mesh.

Extrapolation from the plot of Figure 5 indicates that within a 50 dB

loss budget, only the fully-connected mesh could support well over 1024

users with 03 dB coupler loss. Figure 7 shows that ior the same loss

budget, only the fully-connected mesh can support at least 512 users when

couplers with 0.9 dB coupler loss are used. Therefore, in order to maintain

a large power margin, we recommend the use of the fully-connected mesh

to support more than 512 users. For fewer users, Figures 5 and 6 suggest

that other robust topologies will also perform adequately.
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